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Abstract
This paper discusses the increasing bandwidth demands by mobile network operators these days and demonstrates the use of Deep Packet Inspection (DPI) methods in core General Packet Radio Service (GPRS) Networks to address these issues. Deep Packet Inspection (DPI) techniques are used to identify the applications being used by each customer and monitor their bandwidth consumption accordingly. This data serves as the basis for mobile network operators to prioritize applications and distribute bandwidth among users such that better Quality of Service (QoS) is maintained and network bandwidth is managed effectively.
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I. Introduction
Government deregulation, network convergence, globalization and the Internet have reshaped the telecommunications industry. Mobile network operators are faced with multiple challenges today including increased bandwidth requirements and competition. Constant efforts are being made in this regard.

DPI techniques have been used widely in the past decade by service providers and government agencies for a couple of reasons including lawful intercept, policy definition and enforcement, targeted advertising, quality of service and copyright enforcement. Our main focus here is their use in better Quality of service provision. These techniques examine the payload in network packets to search for intrusions, spams and other statistical information. 

Our study focuses on the implementation of DPI techniques on network packets to gather information about the application layer data and its statistics.  This data is then stored in a database and serves as a basis for network operators to classify applications such that more frequently used applications are given more bandwidth than others.
II. Deployment of an in house GSM network
.


GSM network is deployed using Universal Software Radio Peripheral (USRP) which is a software defined radio. The USRP has two antennas and acts as a base station for signal transmission. The USRP2 contains only two daughterboard slots and an Ethernet port with which it connects to the station. The gigabit Ethernet port allows for over 3 times higher bandwidth throughput. Different frequency bands require different signal processing techniques. Therefore, different daughterboards are designed to be used with the USRP for different frequency bands. For GSM900 frequency band, RFX900 daughter card is used.

In order to use the USRP kit, the source code of UHD driver is downloaded from source repository and then built on Linux platform. The downloaded firmware and FPGA images are then burnt into SD card of USRP N210. 

Moreover, OpenBTS 2.8 is installed and configured. It is an open source software based GSM access point that uses USRP to present GSM Um interface to mobile handsets. We used public release of OpenBTS for our GSM network. Older versions of OpenBTS do not support GPRS service. Therefore, version 2.8 is cloned from git repository into root directory of the system, configured and compiled. Configuration of OpenBTS involves setting up the GSM 900 MHz frequency band and an unused ARFCN channel. Moreover the mobile country code (MCC) and mobile network code (MNC) are set in OpenBTS configuration file as follows:

GPRS.MCC 410 (MCC of Pakistan)

GSM.Identity.MCC 001

GSM.Identity.MNC 01

GPRS.MNC 04 (MCC of Zong)
GPRS MCC and MNC are set for incorporation of GPRS service into our network which is explained later in this section.

Compilation and installation of OpenBTS creates the following repositories in root directory of the system. 

i.
Smqueue – A store and-forward text messaging server with its SIP interface run on port 5063. Smqueue is required for text messaging support from one MS to another..

ii.
Subscriber Registry - A database of subscriber information that replaces both the Asterisk SIP registry and the GSM Home Location Register (HLR). Located within the subscriber registry directory is another directory, sipauthserve which is the SIP registration and authorization server. It processes location updating requests from OpenBTS and performs corresponding updates in the subscriber registry database. Its SIP interface usually runs on port 5064.

iii.
  Command line Interface – The OpenBTS console is called command line interface. The CLI allows user to monitor system status and change many operating parameters in real time.

Additional dependencies and libraries are also installed and configured including libosmocore.

After turning on the handsets, they are registered on the created network. To run OpenBTS, the following 4 processes are started as root: 

a)
Smqueue

b)
Sipauthserve

c)
OpenBTS

d)
OpenBTSCLI

Once these processes start and phone registers, OpenBTS network sends a welcome sms. In order to set a desired number for use, the desired phone number is sent to 101 after which the desired number is set. System status is checked by 411 and echo service is tested by 600.

III. Integration of GPRS Service

To add GPRS features into the deployed GSM network, some more open source softwares are installed and configured accordingly which are described below. Since all GPRS nodes that are run by their open source implementations have to be run on the same machine in our case, therefore, they are configured by setting the configuration parameters in their corresponding configuration files.

i.
Osmo-PCU is an open source implementation of the Packet Control Unit in GPRS core network. A PCU (Packet Control Unit) is one of the two GPRS elements in the BSS which implements the RLC and MAC layers of the GPRS Um (radio) interface on the MS-facing side, as well as the Gb Interface (NS,BSSGP) on the SGSN-facing side.

ii.
Open-GGSN is an open source implementation of the Gateway GPRS Support Node. The GGSN controls and carries out the internetworking between the GPRS network and external packet switched networks, such as the Internet. The GGSN converts the GPRS packets coming from the SGSN into the appropriate packet data protocol (PDP) format (e.g., IP or X.25) and sends them out on the corresponding packet data network. In the reverse direction, PDP addresses of incoming data packets are converted to the GSM address of the destination user which are then sent to the responsible SGSN. To configure Openggsn, some configuration parameters are set as follows in ggsn.conf file located in “etc” directory.

Configuration of GTP link

# TAG: listen

# specifies the local IP address to listen to

listen 127.0.0.2

Configuration given to phones, IP pool & DNS

# TAG: dynip 

# Dynamic IP address pool.

# Used for allocation of dynamic IP address when address is not given by HLR.

# If this option is not given then the net option is used as a substitute.

dynip 10.0.254.0/24

# TAG: pcodns1/pcodns2

# Protocol configuration option domain name system server 1 & 2.

pcodns1 8.8.8.8

pcodns2 8.8.8.8

iii.
Open-SGSN is an open source implementation of the Serving GPRS Support Node. A serving GPRS support node (SGSN) is responsible for the delivery of data packets from and to the mobile stations within its geographical service area. It performs packet routing, packet transfer, mobility management (attach/detach and location management), logical link management, authentication, authorization and charging functions. Information (e.g., current cell, current VLR) and user profiles (e.g., IMSI, addresses used in the packet data network) of all GPRS users that are registered is stored in the location register of SGSN. OpenSGSN is configured by changing the osmo-sgsn.conf file as follows:

!

! Osmocom SGSN configuration

!

!

line vty 

   no login

 !

sgsn 

gtp local-ip 127.0.0.1

ggsn 0 remote-ip 127.0.0.2

ggsn 0 gtp-version 1

 !

ns 

timer tns-block 3 

timer tns-block-retries 3 

timer tns-reset 3 

timer tns-reset-retries 3 

timer tns-test 30 

timer tns-alive 3 

timer tns-alive-retries 10 

encapsulation udp local-ip 127.0.0.1 

encapsulation udp local-port 23000 

encapsulation framerelay-gre enabled 0

 !

bssgp 

!

The gtp local-ip entry is the local IP the SGSN will bind to.

The ggsn 0 remote-ip entry is the remote IP of the GGSN. The SGSN will connect to it.

iv.
OpenBSC is a BSC side open source implementation of the A-bis interface. It implements a minimal subset of the BSC, MSC and HLR. To configure OpenBSC for GPRS support, following lines are added to the network/bts node in openbsc.cfg:

gprs mode gprs

gprs routing area 0

gprs cell bvci 2

gprs nsei 101

gprs nsvc 0 nsvci 101

gprs nsvc 0 local udp port 23000

gprs nsvc 0 remote udp port 23000

gprs nsvc 0 remote ip 10.4.11.199

The gprs nsvc 0 remote entries 10.4.11.199:23000 is the IP/port of the machine running the SGSN as seen from the BTS. It is sent by OpenBSC to the BTS in the configuration phase and the BTS connects back to the SGSN.

The second step is to allocate some timeslots to packet data. For this, 1 or more network/bts/trx/timeslot nodes are changed using:

phys_chan_config PDCH

Apart from these, network is also configured to allow connectivity. Next, all processes are started in the following sequence.

Ggsn

osmo-sgsn

pcu

OpenBTS

IV. Packet Capture and Decoding

Once the network is deployed and mobile handsets registered on the created network, network packets are captured by tshark which is a live terminal command for packet capture. The designed Java algorithm captures network packets using tshark in real time and identifies application by string manipulation.
V. Database Storage
The captured and decoded packets are stored into a MySQL database in real time. This is done by Java algorithm which captures, decodes and then stores network packets. The database corresponds to two tables, one for categorizing applications as web based applications including browsing websites or mobile peer to peer applications (such as Viber or Whatsapp) while the other table stores usage record per each application indicating what application was used by which user and at what time. Moreover, it also indicates if an application was used more than once by the same user. Each entry in this table corresponds to three fields (IMSI, Packet arrival time, Application name). The IMSI is a user identifier. If the application record does not exist in 'application category table', a new entry is made in both tables. However, if it already exists then only 'usage table' is updated. Figures below show both tables in database.  
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VI. Data Display in Graphical User Interface
A graphical user interface is created using Jquery and php tools to display the real time data of captured and decoded packets. The interface includes two pie charts, a real time graph and a table each of which is described later in the data collection and analysis section.
VII. NETWORK DIAGRAM
Shown below in Fig.2 is a block diagram of the network. The USRP acts as a base station for signal transmission to and from mobile handsets. Open source software implementations of GSM and GPRS components are configured in station.

[image: image2.png]USRP kit

PSTN

Salite3 @

USmDSGSN
OpenGGSN





VIII. DATA COLLECTION and ANALYSIS
The Graphical User interface displays the following data:

i.
Application categories classifying applications as web based and mobile applications. This pie chart corresponding to this classification is shown below in Fig.3.
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By clicking on either web or app part in the pie chart, another respective pie chart is displayed described as follows:

For applications, the second pie chart shows application usage describing what applications are used frequently and by majority users. This pie chart indicates the most recent trend among users i.e. which application is most famous and which is least used. This data can be used for marketing and security purposes. Every application can be billed differently at the MSC or the Network Centre. Figure below shows usage of different applications on pie chart. According to the figure, Skype is the most widely used application, then Viber, Whatsapp and finally Sticksports.
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Similarly, for web category, the second pie chart shows websites accessed from a phone or computer and their usage statistics. If a website is browsed more, its covered area will be more in the chart.

ii.
Users are identified on the basis of their phone numbers (IMSI). By clicking on any part of the second pie chart, the following characteristics are displayed:

a.
The time the application or web page was accessed 

b.
The user phone number describing which user accessed the page or app.

iii.
A real time graph displays the number of packets per time. This graph describes bandwidth utilization by users at ay time. This graph is shown in figure below, where x axis denotes time and y axis shows no. of packets.
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IX. CONCLUSION and DISCUSSIONS

The key features of the designed system are described below:

1.
GSM network – A deployed GSM network by the name ‘RANGE’ allowing users to register on the network is displayed on mobile handsets when networks are searched in phones. The network is tested for 5 users. However, more users are also supported. Therefore, the number of supported users is not limited. The registered users are able to send sms to other users. Moreover, GPRS connectivity icon is also shown on mobile handsets and logs are displayed on machine terminal.

2.
Per Application Monitoring – The system supports unlimited applications and describes what applications are used by majority users. Initially, the following applications and web pages are stored in the database and tested upon.

	Applications
	Web Pages



	Viber

Skype

Google Maps

Angry birds

Adobe Reader

Pandora

Zedge

Antivirus

Pool Master

SickSports

Whatsapp

Tango


	Google

Facebook

Gmail

Hotmail

Google maps

Cricinfo

PremierLeague

Youtube

Twitter

Radio

Netflix

Wikipedia


3.
Per User Monitoring – The system also indicates the type of applications used by a particular user. The system was tested for 5 to 7 users but it can support many users. Therefore, the number of supported users is also not limited. As a new user uses our network, a new entry corresponding to the IMSI of that user is automatically created into the database. However, the system efficiency slows down with increasing number of users and delay is observed. 

4.
User to App Mapping describing which user uses what types of applications and how frequently is an application used by number of users.

5.
Bandwidth utilization by users shown in real time graph. The graph shows number of packets over time.

The developed system displays network packet statistics (application, user IMSI and arrival time) and helps identify application usage by different customers. This data can serve as the basis for network operators to categorize applications such that simple web browsing and most frequently used applications are prioritized over heavy bandwidth consuming applications like peer to peer services. Once applications are identified and classified, they can be provided bandwidth according to their needs thus enabling network operators to use bandwidth efficiently and cost effectively.
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Fig. 2 Block Diagram





Fig. 3 Pie Chart 1





Fig. 4 Pie Chart 2





Fig. 5 Real time Graph





Table 1: Stored applications and web pages








